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Abstract To evaluate how environmental and genetic
factors in#uence mating-system evolution, accurate
estimates of outcrossing rates of individual plants (fam-
ilies) are required. Using isozyme markers, we observed
wide variation in family outcrossing rates in three natu-
ral populations of Asclepias incarnata using three stat-
istical methods: (1) a multilocus maximum-likelihood
procedure (t

.
); (2) a multilocus method-of-moments

procedure (t
!
); and (3) a direct comparison of progeny

phenotypes against maternal phenotypes (t
$
). Neigh-

borhood #oral-display size was positively correlated
with t

!
in one population, but showed no relationship

with any of the other estimates of outcrossing for any
population. Monte-Carlo simulations revealed that
statistical variation associated with these estimation
procedures can be large enough to explain all of the
observed variation in outcrossing. We also found that
signi"cant, spurious correlations with neighborhood
#oral display could arise, on average, 7% of the time by
chance alone. Our observations suggest that it is di$-
cult to obtain accurate estimates of outcrossing in
naturally pollinated plants using the estimation pro-
cedures currently available. Moreover, we caution that
attempts to interpret observed variation in family out-
crossing estimates by observing variation in ecological
parameters could be misleading.
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Introduction

Plant density can a!ect the movements of pollinators
between plants, which in turn can in#uence patterns of
plant mating (e.g., Kunin 1993; Karron et al. 1995).
Pollinators may visit a higher proportion of #owers on
isolated plants than on plants with several closely
spaced neighbors (Kunin 1993). As a consequence, rela-
tively isolated plants are likely to experience a higher
incidence of geitonogamous pollinations than are
densely spaced plants. For plants with mixed mating
systems, this may lead to an increase in the proportion
of self-fertilized progeny produced by that plant.

Although pollinator behavior can be directly ob-
served, breeding patterns in plants must be discerned
through inference. Fortunately, in recent decades, the
increased availability of genetic markers has facilitated
the estimation of plant outcrossing rates at the popula-
tion level (e.g., Clegg 1980; Barrett and Harder 1996;
Cruzan 1998). Robust statistical methods have been
developed to estimate mating-system parameters from
allelic variation observed in progeny arrays (e.g., Rit-
land and Jain 1981; Shaw et al. 1981). In the past,
workers relied on controlled experimental crosses to
characterize plant mating systems, a method which
provided incomplete information about the actual mat-
ing behavior of plants in nature. These more recent
developments have allowed considerable progress to-
ward understanding the behavior of mating systems in
natural plant populations (Brown et al. 1985; Jarne and
Charlesworth 1993; Barrett and Harder 1996).

Most models of population-level mating systems as-
sume a constant outcrossing rate among maternal
plants (Ritland and Jain 1981; Shaw et al. 1981; Schoen
and Clegg 1984; Cruzan et al. 1994). In nature, how-
ever, plant density (Ellstrand et al. 1978; Watkins and
Levin 1990; Karron et al. 1995), as well as other factors
(Smyth and Hamrick 1984; Ritland and Ganders 1985),
may lead to violations of this assumption. Thus, there
has been considerable parallel interest in extending



these statistical techniques to estimate outcrossing
rates of individual, mixed-mating plants in nature, in
order to understand more fully the in#uence of envir-
onmental and genetic factors on the evolution of mat-
ing systems and associated #oral characteristics (Smyth
and Hamrick 1984; Ritland and Ganders 1985; Morgan
and Barrett 1990; Motten and Antonovics 1992;
Cruzan et al. 1994).

The most widely used estimation procedure is
a multilocus maximum-likelihood technique (Ritland
and Jain 1981) based on the mixed-mating model de-
scribed by Fyfe and Bailey (1951). Analytical and simu-
lation studies have shown that this model generates
robust estimates of population-level mating-system
parameters when at least 4}5 loci are included in the
analysis (Ritland and Jain 1981). Some studies, how-
ever, have reported that family level outcrossing esti-
mates generated by this program can be highly variable
statistically (Ritland and Ganders 1985; Morgan and
Barrett 1990). In addition, earlier versions of this pro-
gram used a Newton-Raphson procedure to estimate
outcrossing rate. When this procedure is employed,
di$culties with estimate convergence are often ob-
served, possibly due to families violating model
assumptions of homogeneity among pollen allele
frequencies or due to the small numbers of progeny
sampled (Morgan and Barrett 1990; Perry and
Knowles 1990; Cruzan et al. 1994; Burgess et al. 1996).
More recent versions of the maximum-likelihood pro-
cedure o!er an alternative estimation-maximization
procedure, which has fewer convergence problems.

To address these concerns, Cruzan et al. (1994) de-
veloped a program to estimate family outcrossing rate
that is based on an extension of the method-of-mo-
ments procedure described by Shaw et al. (1981) and
which also evaluates multiple loci to estimate outcross-
ing rate. This procedure appears to make somewhat
less e$cient use of data in comparison to the max-
imum-likelihood model, but it relaxes assumptions
about the frequency of genotypes in the outcross
pollen pool (Ritland and Jain 1981; Cruzan and Arnold
1994; Cruzan et al. 1994). Perhaps as a consequence of
these relaxed assumptions, Cruzan et al. (1994) re-
ported that all families converged on outcrossing esti-
mates between 0 and 1. Thus, Cruzan et al. (1994)
suggested that this model is more stable under a wider
variety of mating patterns, which would make it a use-
ful procedure for estimating family outcrossing rates
in natural populations. Unfortunately, the statistical
variation associated with these estimates has not
been estimated, either through simulation or analytical
procedures.

Here, we compare family outcrossing estimates gen-
erated by both Ritland and Jain's (1981) model and
Cruzan et al.'s (1994) procedure, using identical data
from three natural populations of swamp milkweed
(Asclepias incarnata L.). Speci"cally, we compare these
estimates with respect to an ecological variable: the

surrounding density of #owers. We also use Monte-
Carlo simulation to characterize the accuracy of the
estimates and to estimate the likelihood of spurious
correlations of neighborhood #owering density with
outcrossing estimates.

Materials and methods

Swamp milkweed is a perennial herb that occurs in wetlands
throughout much of the United States (Woodson 1954). The three
populations of swamp milkweed that we studied occurred in wet,
abandoned pastures in the Shenandoah Valley of northern Virginia,
USA. Two of these populations, located in Clarke and Frederick
Counties, represent ssp. incarnata; the third, located in Fauquier
County, represents ssp. pulchra. Voucher specimens from all three
populations are housed in the University of Georgia Herbarium
(Ga.). Most milkweeds are self-incompatible, but A. incarnata is
unusual in that it is at least partially self-compatible (Kephart 1981;
Wyatt and Broyles 1994; Ivey et al. 1998). Natural populations of
swamp milkweed appear to be largely outcrossing, but there is
variation among plants in self-fertility (Ivey et al. 1998). The basis of
this variation is unclear (Ivey et al. 1998).

We have found that fruit-set is predicted by pollination success
and that increased insect visitation is linked to increased pollination
success in A. incarnata (Ivey et al. submitted). Furthermore, we have
observed that the frequency of insect visitation increases with #oral
display size and that #oral neighborhood size is strongly positively
correlated with pollination success (unpublished data). These obser-
vations, combined with earlier observations of apparent variation in
self-fertility among plants (Ivey et al. 1998), led us to predict that
outcrossing rate should be in#uenced by the density and #oral
display size of neighboring plants. Pollinators are more likely to
move between plants that are closely spaced or that have neighbors
with large numbers of open #owers (e.g., Kunin 1993; Karron et al.
1995), leading to increased opportunities for outcrossing. Plants that
are relatively isolated or surrounded by plants with few #owers are
predicted to be more attractive to pollinators than their neighbors
and, because pollinators may spend proportionately more time
foraging on these plants, they are expected to experience increased
levels of self-pollination and self-fertilization (Klinkhamer and de-
Jong 1993).

Our choice of plants to sample was constrained by plant size,
which may have introduced bias in our study. To increase the
precision of our family outcrossing estimates, we selected plants that
seemed likely to produce at least 25 fruits. Precision could not be
increased by sampling multiple seeds within fruits because all seeds
within milkweed fruits typically result from a single pollination
event (Broyles and Wyatt 1990). Although swamp milkweed plants
can produce hundreds of #owers within a season, only about 5}7%
of those #owers will produce mature fruits (Wilbur 1976). Thus, the
plants we sampled tended to be the larger plants in the populations.
If plant size is correlated with outcrossing rate, then the plants we
sampled may not represent the entire range of variation in outcross-
ing rate present in the population.

We collected an average of 23}30 fruits from each of 9}27 plants in
three populations of swamp milkweed. One population (Clarke
County) was sampled in both 1995 and 1996, whereas the other two
populations (Frederick and Fauquier Counties) were sampled only
in 1996. Two seeds from each fruit were germinated and grown to
the seedling stage. Cotyledons and leaves from one of the two
seedlings were then crushed, using a ceramic mortar and glass pestle,
with a chilled extraction bu!er modi"ed from Broyles and Wyatt
(1990) to include only 0.005% 2-mercaptoethanol. The extract was
"ltered through Miracloth and absorbed onto 8]3-mm paper wicks
cut from Whatman 3MM chromatography paper. Sample wicks
were stored at !703C until electrophoresis was performed. Using
the same procedure, we prepared extracts of maternal leaf tissue for
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each plant used in the analysis and determined the maternal isozyme
phenotype.

Three electrophoretic bu!er systems were employed to resolve up
to nine polymorphic allozyme loci. A continuous histidine-citrate
system (pH 5.7: Stuber et al. 1977) was used to resolve aconitate
hydratase (ACO: E.C. 4.2.1.3), isocitrate dehydrogenase (IDH: E.C.
1.1.1.42), and phosphoglucose isomerase (PGI: E.C. 5.3.1.9). A con-
tinuous tris-citrate system (electrode bu!er: 0.3435 M Tris, 0.0715 M
citric acid monohydrate, pH 8.0; gel bu!er 6.68% dilution) was used
to resolve fumarate hydratase (FUM: E.C. 4.2.1.2), leucine
aminopeptidase (LAP: E.C. 3.4.-.-), phosphoglucomutase (PGM:
E.C. 5.4.2.2), and #uorescent esterase (FLE: E.C. 3.1.1.-). A discon-
tinuous bu!er system with a lithium-borate electrode bu!er and
a tris-citrate gel bu!er (pH 8.5: O'Malley et al., 1980) was used to
resolve glutamate oxaloacetate transaminase (GOT: E.C. 2.6.1.1)
and triosephosphate isomerase (TPI: E.C. 5.3.1.1). Protocols for
resolving enzymes followed those described by Werth (1985).

We employed Ritland and Jain's (1981) maximum-likelihood,
multilocus procedure to estimate the outcrossing rate of each family
in all three populations, using joint estimations of outcrossing (t) and
pollen allele frequencies (p). Several families from each population
did not converge on an estimate between 0 and 1 when we used the
Newton-Raphson estimation procedure of this model. We therefore
re-analyzed the data using the estimation-maximization procedure;
with this technique we found that all families converged on outcross-
ing estimates between 0 and 1. We refer to these estimates as &&the
maximum-likelihood outcrossing rate, t

.
.'' We generated standard

errors of these estimates via 100 bootstraps of the data. In addition,
we analyzed our data using a program described by Cruzan et al.
(1994) to estimate family level outcrossing rate in all three popula-
tions. The values we report for outcrossing rate using this model are
the mean and standard error of ten jackknifed replicates of these
estimates. To be consistent with the terminology employed by
Cruzan et al. (1994), we refer to these estimates as &&the apparent
outcrossing rate, t

!
.''We also determined the family level outcrossing

rate by calculating the proportion of progeny within each array that
possessed an allele not represented in the maternal genotype. This
third estimate, which, like Cruzan et al. (1994), we call &&the detect-
able outcrossing rate, t

$
'' (note that others have referred to this

parameter as &&the apparent outcrossing rate'': e.g., Morgan and
Barrett 1990), will be an underestimate of outcrossing since some
matings will involve pairs of plants with similar genotypes.

We also calculated an index of #oral neighborhood size for each
plant. During the week of peak #owering for each population, we
recorded the distance to the three nearest neighbors for each plant
and counted the number of umbels with open #owers on each of
them. We calculated the #oral neighborhood of each plant as

N"

3
+
i/1

;
i

D2
i

, (1)

where;
i
is the number of umbels on the nearest-neighbor i, and D

i
is

the distance of the nearest-neighbor i from the focal plant. Plants
with large values of N occur in areas where #oral display sizes are
relatively large and/or where stands are dense, whereas plants with
small neighborhood values are relatively isolated and/or have neigh-
bors with small #oral displays.

We calculated Spearman rank-sum correlation coe$cients (r
s
)

between outcrossing rate and #oral neighborhood size within each
population. A positive relationship between #oral neighborhood
and outcrossing rate is expected if pollinator movements among
plants are determined by the density of #owers on neighboring
plants and if fruit-set is directly related to pollination.

Variation in family estimates of outcrossing rate could potentially
arise from statistical variation associated with the estimation pro-
cedure employed. We estimated the amount of variance expected
due to chance from both procedures using a Monte-Carlo simula-
tion. We simulated the original data from each population by
creating 40 data sets that were identical to the original data with
respect to number of loci, number of families, and average size of

families. Each data set also was assigned the same pollen allele
frequencies, ovule allele frequencies, Wright's (1922) "xation indices,
correlations for outcrossing and outcrossed paternal success among
progeny pairs (r

5
and r

1
, respectively: Ritland 1989), and a popula-

tion outcrossing rate that was estimated from the original data using
Ritland and Jain's (1981) population-level estimation procedure.
Thus, the simulated data were identical to the original data except
that the outcrossing rate was known to be identical among all
families. This is similar to the procedure employed by Morgan and
Barrett (1990) to estimate statistical variation in t

.
.

Family outcrossing rates were estimated in each of the simulated
data sets using Ritland and Jain's (1981) program to generate esti-
mates of t

.
and the procedure of Cruzan et al. (1994) to estimate t

!
.

We also calculated t
$

for each data set. The variance of the family
outcrossing estimates in each simulated data set was then calculated.
To determine the amount of variation expected by chance from
using these estimation procedures, we calculated the mean of the
variances from the simulated data sets. We also computed the 95th
percentile of the variances from the simulated data sets to determine
the upper boundaries of the amount of variation expected due to
chance.

In addition, we used the simulated data sets to estimate the
frequency with which spurious correlations between outcrossing
rate and neighborhood #oral density would be expected by chance.
For each data set, we calculated r

s
between the observed values for

#oral neighborhood size and family outcrossing rate estimates from
the simulated data sets. Since the variation in these outcrossing
estimates is expected to be zero, any signi"cant correlation will be
solely due to chance.

Results

Estimated allele frequencies revealed a large amount of
polymorphism in all populations sampled (Table 1).
We were unable to score Aco-1 reliably in the Clarke
County 1995 or Fauquier County populations, and
Fum-1 resolved well enough to be scored con"dently
only in the Clarke County 1995 population. Similarly,
we did not score Tpi-2 in the Fauquier County popula-
tion because of poor resolution. The remaining loci,
however, were well-resolved.

We found a wide range in values for family level
outcrossing rate in all three populations (Table 2). For
example, in the Clarke County 1995 population, out-
crossing estimates ranged from 0.53 to 1.00; in the same
population, estimates ranged from 0.25 to 1.00 in the
following year. In the Frederick County population,
family outcrossing estimates ranged from 0.32 to 1.00.
The Fauquier County population had the broadest
range in outcrossing estimates, from a low of 0.00 to
a high of 1.00.

Estimates of t
.

were higher than t
!

for 58 of the 70
families studied, whereas estimates of t

!
were higher

than t
.

for only eight families (Table 2). Cruzan et al.
(1994) also reported that estimates of t

.
tended to

exceed those of t
!
. Although the estimates of t

.
and t

!
were comparable for many of the families, 14 of the 70
families di!ered by '0.2 between estimates of t

.
and t

!
. Estimates of t

!
and t

$
were signi"cantly posit-

ively correlated in all populations, but estimates of t
!

and t
.

were signi"cantly correlated only in the
Frederick County population (Table 3). We estimated
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Table 2 Family size (n), maximum-likelihood outcrossing estimate
(t
.
) and standard error, apparent outcrossing estimate (t

!
) and

standard error, and detectable outcrossing rate (t
$
) for families in

three populations of A. incarnata in northern Virginia. Families
numbered 1}15 in the Clarke County population represent the same
individuals in both years

Population n t
.

SE t
!

SE t
$

Clarke 1995
1 36 0.94 0.05 0.864 0.000 0.857
2 35 1.00 0.00 0.945 0.003 0.941
3 45 1.00 0.00 0.932 0.000 0.932
4 23 0.97 0.08 0.930 0.000 0.818
5 23 1.00 0.00 0.876 0.004 0.864
6 31 0.95 0.04 0.957 0.002 0.933
7 27 0.78 0.09 0.911 0.002 0.731
8 25 0.92 0.16 0.610 0.005 0.583
9 34 1.00 0.00 0.737 0.004 0.394

10 15 0.64 0.15 0.874 0.005 0.643
11 32 0.75 0.08 0.882 0.002 0.710
12 25 1.00 0.00 0.889 0.003 0.667
13 37 1.00 0.01 0.919 0.002 0.722
14 20 0.76 0.11 0.702 0.008 0.684
15 67 0.88 0.05 0.744 0.002 0.742
16 23 1.00 0.00 0.959 0.005 0.955
17 35 0.99 0.03 0.703 0.004 0.676
18 15 1.00 0.05 0.877 0.009 0.857
19 25 0.95 0.05 0.923 0.000 0.917
20 31 0.83 0.18 0.847 0.003 0.533

Clarke 1996
1 51 0.97 0.03 0.904 0.003 0.900
2 35 0.96 0.05 0.719 0.005 0.735
3 24 1.00 0.00 0.963 0.004 0.957
4 54 0.76 0.13 0.800 0.002 0.528
5 23 0.96 0.05 0.869 0.005 0.864
6 21 0.91 0.06 0.900 0.000 0.900
7 26 0.73 0.18 0.436 0.006 0.440
8 41 1.00 0.00 0.731 0.003 0.725
9 35 1.00 0.00 0.732 0.005 0.706

10 17 1.00 0.00 0.887 0.006 0.875
11 17 0.90 0.08 0.884 0.006 0.875
12 12 0.92 0.07 0.976 0.003 0.909
13 13 0.35 0.16 0.778 0.011 0.250
14 14 0.63 0.15 0.585 0.013 0.615
15 37 0.99 0.03 0.778 0.004 0.750
16 26 0.98 0.07 0.939 0.002 0.800
17 22 0.99 0.05 0.870 0.004 0.571
18 16 1.00 0.00 0.880 0.009 0.867
19 19 0.86 0.11 0.793 0.007 0.833
20 14 1.00 0.00 0.980 0.002 0.923
21 17 1.00 0.00 0.881 0.006 0.875
22 18 1.00 0.00 0.457 0.010 0.412
23 53 1.00 0.00 0.816 0.003 0.808
24 16 1.00 0.00 1.000 0.000 1.000
25 44 0.98 0.03 0.933 0.000 0.930
26 23 0.69 0.16 0.572 0.007 0.545
27 27 0.90 0.06 0.892 0.005 0.885

Frederick
1 20 0.86 0.14 0.684 0.000 0.684
2 24 0.57 0.15 0.452 0.007 0.435
3 33 0.97 0.04 0.944 0.004 0.938
4 30 1.00 0.01 0.766 0.005 0.759
5 30 0.95 0.09 0.697 0.005 0.690
6 22 1.00 0.00 1.000 0.000 1.000
7 33 0.76 0.09 0.694 0.004 0.688
8 11 0.99 0.11 0.820 0.013 0.800
9 30 0.96 0.05 0.869 0.005 0.862

10 15 1.00 0.08 0.864 0.007 0.857

Table 2 (Continued)

Population n t
.

SE t
!

SE t
$

Frederick (Continued)
11 33 0.77 0.11 0.638 0.005 0.625
12 32 0.88 0.08 0.817 0.004 0.839
13 20 0.38 0.14 0.353 0.008 0.316
14 33 0.72 0.09 0.697 0.005 0.688

Fauquier
1 24 1.00 0.00 1.000 0.000 1.000
2 17 1.00 0.00 1.000 0.000 1.000
3 23 0.81 0.14 0.615 0.008 0.636
4 33 0.60 0.14 0.405 0.003 0.406
5 14 1.00 0.00 0.003 0.002 0.000
6 32 0.67 0.12 0.571 0.005 0.548
7 32 0.97 0.03 0.971 0.003 0.968
8 14 0.68 0.18 0.578 0.013 0.538
9 18 0.93 0.07 0.721 0.008 0.471

Table 3 Spearman rank-sum correlation coe$cients among esti-
mates for family level outcrossing rate and #oral neighborhood size
in three populations of A. incarnata from northern Virginia. See text
for description of neighborhood calculation. See Table 2 for de"ni-
tions of abbreviated parameters

Population t
!

t
$

Floral
neighborhood

Clarke 1995
t
.

0.40 0.39 0.34
t
!

0.76**** 0.46*
t
$

0.16

Clarke 1996
t
.

0.31 0.36 !0.15
t
!

0.88**** 0.03
t
$

0.02

Frederick
t
.

0.83*** 0.83*** !0.24
t
!

0.99**** 0.06
t
$

!0.08

Fauquier
t
.

0.53 0.41 !0.37
t
!

0.88** !0.31
t
$

!0.51

* P(0.05; ** P(0.01; *** P(0.001; **** P(0.0001

the outcrossing rate in 15 of the same individuals from
the Clarke County population in both 1995 and 1996.
There was no relationship between years in the esti-
mates for t

.
(r
s
"0.08, P"0.78) or t

!
(r
s
"0.28,

P"0.30) for these individuals. The neighborhood in-
dex (N), however, was strongly correlated between
years (r

s
" 0.84, P"0.0001) for these individuals.

N was signi"cantly positively correlated with t
!
for the

Clarke County population in 1995. There was no rela-
tionship between #oral neighborhood and outcrossing
rate in any of the other populations.

The population-level estimates of mating-system
parameters revealed that all populations were largely
outcrossing (Table 4), which agrees with earlier

1067



Table 4 Mating-system parameters estimated from natural popula-
tions of A. incarnata located in northern Virginia. These parameter
estimates were used to generate simulated data sets (see Materials
and methods). Estimates of the standard error (in parentheses) were
obtained from 100 bootstraps of the data. F"inbreeding coe$c-
ient, t

.
"multilocus outcrossing rate, r

5
"correlation between

progeny pairs for outcrossing, r
1
"correlation between progeny

pairs for outcrossed paternity. *"parameter estimates that were
assigned values of zero for the simulations because estimates were
not signi"cantly di!erent from zero

Population F t
.

r
5

r
1

Clarke 1995 !0.030* 0.960 !0.004* 0.196
(0.096) (0.024) (0.198) (0.054)

Clarke 1996 !0.035* 0.961 0.029* 0.121
(0.087) (0.018) (0.164) (0.054)

Frederick 0.003* 0.902 0.133* 0.092
!(0.086) (0.033) (0.088) (0.027)

Fauquier 0.088 0.942 0.215* 0.482
(0.167) (0.044) (0.540) (0.180)

Table 5 Results from a Monte-Carlo simulation estimating the ex-
pected variance in family outcrossing estimates using three estima-
tion procedures. t

.
"multilocus maximum-likelihood estimation,

t
!
"apparent outcrossing estimation, t

$
"detectable outcrossing

rate. See text for details

Population Observed
variance, t

.

Expected
variance, t

.

95th Percentile
expected
variance, t

.

Clarke 1995 0.012 0.018 0.042
Clarke 1996 0.023 0.014 0.039
Frederick 0.035 0.020 0.055
Fauquier 0.027 0.016 0.064

Observed
variance, t

!

Expected
variance, t

!

95th Percentile
expected
variance, t

!
Clarke 1995 0.010 0.021 0.038
Clarke 1996 0.023 0.022 0.032
Frederick 0.031 0.022 0.042
Fauquier 0.106 0.017 0.042

Observed
variance, t

$

Expected
variance, t

$

95th Percentile
expected
variance, t

$
Clarke 1995 0.023 0.021 0.037
Clarke 1996 0.036 0.023 0.034
Frederick 0.034 0.022 0.044
Fauquier 0.109 0.017 0.045

Table 6 Spearman's rank-sum correlations of observed #oral neigh-
borhood size with family outcrossing estimates from 40 simulated
data sets using multilocus maximum-likelihood estimation (t

.
), ap-

parent outcrossing estimation (t
!
), or detectable outcrossing rate (t

$
).

Only statistically signi"cant correlations are shown. See text for
details

Population t
.

t
!

t
$

Clarke, 1995 !0.54** None None
!0.47*

0.46*

Clarke, 1996 0.46** !0.48** !0.51**
0.42* !0.55** !0.53**

!0.39* !0.40* !0.39*
!0.46* !0.45*
!0.49** !0.49**

Frederick None 0.53* 0.60*
0.81*** 0.72**

!0.53* 0.53*
0.56*

Fauquier !0.71* !0.91*** !0.81**
0.67* 0.67*
0.88** 0.90***

!0.74* !0.71*
!0.70*

* P(0.05; ** P(0.01; *** P(0.001

observations in these populations (Ivey et al. 1998).
Estimates of Wright's (1922) "xation index and of cor-
relations for outcrossing between progeny pairs were
not signi"cantly di!erent from zero in any of the popu-
lations; thus, they were assigned a value of zero for
the simulated data sets. The one exception was the
Fauquier County population; the estimate for the "x-
ation index was marginally signi"cant for this popula-
tion, so we retained this value for the simulations.
Estimates of correlations for outcrossed paternity be-
tween progeny pairs were signi"cantly positive in all
populations (Table 4). This indicates variation among
plants in paternal success, which has been reported
previously (Ivey et al. 1998).

The Monte-Carlo simulations revealed that a large
amount of variation in family outcrossing rate esti-
mates, using any of the estimation procedures, is
expected simply by chance alone (Table 5). For the
Frederick and Fauquier County populations, the ob-
served variance in family outcrossing estimates using
any of the three procedures was greater than the ex-
pected variance determined from the simulations
(Table 5). This was also true for the Clarke County
population in 1996, except when the t

.
procedure was

used. For the Clarke County population in 1995, only
when the t

$
procedure was used did the observed vari-

ance in outcrossing exceed the expected variance.
Nonetheless, the observed variance exceeded the 95th
percentile for the expected variance in outcrossing in
only three cases: in the Fauquier County population
when the t

!
and t

$
procedures were used, and in the

Clarke County population in 1996 when the t
$
proced-

ure was used (Table 5). Thus, for the Fauquier County
population, based on estimates of t

!
and t

$
, and for the

Clarke County population in 1996, based on estimates
of t

$
, it appears that there is signi"cant variation

among plants in outcrossing rate. For the remaining
cases, all of the variation observed for family outcross-

ing rate could be explained by the statistical variation
associated with using these procedures.

For each population, the 95th percentile of expected
variance for t

.
was larger than that for t

!
(Table 5).
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Similarly, for all populations except Fauquier County,
the observed variance in family estimates was greater
for the t

.
estimation procedure than for the t

!
procedure.

The correlations between observed #oral neighbor-
hood size and outcrossing estimates from the simulated
data sets revealed that spurious correlations can occur
using any of the procedures (Table 6). Overall, nearly
7% of the correlations we calculated were statistically
signi"cant. We found that, overall, 4.4% of the
simulated data sets estimating t

.
, 7.5% of the data sets

estimating t
!
, and 8.1% of the data sets estimating t

$
were signi"cantly correlated with observed #oral neigh-
borhood size. In three of the four populations, signi"-
cant correlations with #oral neighborhood size were
observed in 10% of the data sets estimating t

!
. In two

populations, signi"cant correlations with #oral neigh-
borhood size were observed in 7.5% of the simulated
data sets estimating t

.
. In two populations, #oral dis-

play size was signi"cantly correlated with 12.5% of the
data sets estimating t

$
.

Discussion

We found that all three of the procedures used to
estimate family outcrossing rates had considerable stat-
istical variation associated with them. This was re#ec-
ted in the large expected variances de"ned through
Monte-Carlo simulations. To understand patterns of
mating system evolution, accurate estimates of family
outcrossing from nature are essential. It appears, how-
ever, that the estimates generated by the statistical tools
currently available are not very accurate (Morgan and
Barrett 1990; Cruzan et al. 1994). Nonetheless, numer-
ous studies have relied on such potentially suspect
estimates of family outcrossing for interpreting the bio-
logy of their systems (e.g., Shaw and Allard 1982; Perry
and Dancik 1986; Morgan and Barrett 1990; Perry and
Knowles 1990; El-Kassaby et al. 1993; Cruzan et al.
1994; Burgess et al. 1996; El-Kassaby and Jaquish
1996).

As reported by Cruzan et al. (1994), we found that the
procedure used to estimate t

!
tends to generate lower

estimates of outcrossing than the procedure used
to estimate t

.
. Even so, we found that the range of

expected variance in outcrossing de"ned by the simula-
tions is smaller when estimating t

!
than when estima-

ting t
.
. Furthermore, the estimates of standard error

around t
!
were smaller than those around estimates of

t
.

in the original data. These observations might sug-
gest that estimates of outcrossing using the t

!
procedure

are more accurate and precise than those generated
using the t

.
procedure. We observed a considerable

range, however, in expected variance for outcrossing
using both procedures. Any accuracy gained through
use of the t

!
procedure appears to be slight. Moreover,

the di!erences in standard errors between the two

procedures is probably just a computational artifact
(Cruzan et al. 1994).

Milkweeds characteristically have low levels of fruit-
set and, whereas A. incarnata has somewhat higher
levels (Wilbur 1976), we still were not able to sample
more than an average of 30 progeny per maternal plant
from any population. Thus, one might suspect that the
wide variation we observed in our estimates of out-
crossing re#ects sampling error because relatively few
progeny were sampled. Indeed, the breadth of the con"-
dence intervals for the expected variance narrowed as
the average family size increased. Furthermore, stan-
dard errors of individual estimates of t

!
decreased with

sample size (r
s
"!0.41, P"0.0004), but there was no

statistically signi"cant relationship between the stan-
dard errors of individual estimates of t

.
and sample size

(r
s
"!0.15, P"0.22). Nonetheless, previous studies

have revealed that increasing the number of progeny
sampled per family only slightly narrows the con"-
dence interval for expected variance in outcrossing rate
(Morgan and Barrett 1990). Furthermore, the sample
sizes used in our data are larger than those reported in
some earlier studies estimating open-pollinated family
outcrossing rates (Ritland and Ganders 1985; Morgan
and Barrett 1990; Cruzan et al. 1994).

It is possible that the poor accuracy in outcrossing
estimates that we observed was related to violations of
model assumptions due to the structure of our data.
For example, similarity between the maternal genotype
and the pollen pool allele frequencies can diminish the
power to detect outcross events in her progeny (Shaw
et al. 1981; Morgan and Barrett 1990). We found a
signi"cant relationship between the probability of out-
crossing being undetected (Shaw et al. 1981) and t

$
in only one population (Clarke 1995: r

s
"!0.65,

Clarke 1995 refers to a population studied in the article,
not an article under reference P"0.002). This suggests
that, for this population only, variation in the maternal
genotype may have contributed to the variation in our
estimates of outcrossing. Correlations among pollen
genotypes in the outcrossed pollen pool may have
contributed to inaccuracies in estimates of t

.
, but this

problem should not have a!ected the other estimation
procedures (Cruzan et al. 1994) and we observed inac-
curacy across all procedures. Indeed, there was little
relationship among the di!erent estimates of outcross-
ing within populations. We also found no relationship
between years for estimates collected from the same
plants. Similar observations have been interpreted by
others as evidence for environmental in#uences on out-
crossing (e.g., El-Kassaby et al. 1993), but it seems likely
that chance statistical variation contributed signi"-
cantly to this pattern as well.

Some workers have resolved the problem of estima-
ting outcrossing rates in natural populations by placing
plants of predetermined genotypes into experimental
arrays (e.g., Motten and Antonovics 1992; Karron et al.
1995). Using such techniques, the statistical variation
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associated with family outcrossing estimates can be
signi"cantly reduced, since outcrossing rate can be esti-
mated without using these models. Because of the con-
straints of an experimental system, however, it is more
di$cult to extrapolate conclusions from these results to
a natural setting.

Although estimates of family outcrossing from na-
ture may be somewhat inaccurate, it may be possible to
interpret the basis of the observed variation by inves-
tigating the relationship between the estimates and
environmental or other parameters (e.g., El-Kassaby
et al. 1993; Cruzan et al. 1994; Burgess et al. 1996;
El-Kassaby and Jaquish 1996). Nonetheless, for our
data, we found that a statistically signi"cant relation-
ship could be expected to arise by chance on an average
of about once every 15 times such a correlation is
calculated. When t

$
was the method employed, that

"gure rose to 1 in 8 times for some populations. Thus, it
may be di$cult to interpret the signi"cance of variation
in outcrossing rate estimates using observed variation
in environmental factors unless the frequency of ex-
pected spurious correlations is understood.

We failed to detect signi"cant variation among
plants in estimates of t

.
or t

!
except in one population.

Since these plants varied considerably in their #oral
neighborhood size and, as a consequence, probably
varied in success at pollination and in the frequency
of self-pollination, it is possible that post-pollination
factors (e.g., selective fruit abortion: Bookman 1984)
governed the success of self-pollinated ovaries. Vari-
ation in post-pollination success has been previously
documented in milkweeds and is sometimes invoked to
explain low levels of fruit-set in milkweeds (Wyatt and
Broyles 1994).

Why did we observe such a high variance among
plants for estimates of t

!
and t

$
in the Fauquier County

population? The wet, abandoned pasture habitat of all
three populations appeared similar; thus, this seems
unlikely to have played a role. Taxonomic di!erences
may have contributed to this pattern; the Fauquier
County population represents ssp. pulchra, which ap-
pears to have lower outcrossing rates than populations
of ssp. incarnata (Ivey et al. 1998). The higher variance
may have been an analytical artifact; perhaps we ob-
served a higher variance in these estimates due to some
factor not controlled in our simulations. Alternatively,
two of the individual estimates of t

!
from this popula-

tion were considerably lower than the corresponding
estimates of t

.
(families 4 and 5), which increased the

variance in t
!
relative to that of t

.
. Furthermore, one of

these maternal plants (5) had an isozyme genotype
similar to the outcross pollen-pool allele frequencies;
thus, it may have been more di$cult to detect true
outcross events in her progeny. Overall, however, there
was no signi"cant relationship between the probability
of detecting outcrossing events (Shaw et al. 1981) and
estimates of t

!
(r
s
"!0.18, P"0.64) or t

$
(r
s
"!0.35,

P"0.35) in this population.

Although it seems plausible to suspect that environ-
mental or genetic factors in#uence variation in the
outcrossing rates of individual mixed-mating, open-
pollinated plants, the tools currently available appear
to be unsatisfactory for describing that relationship.
Experimental populations remain the most advantage-
ous settings for investigations related to such questions.
The development of functional statistical tools for such
investigations in natural settings will provide fertile
grounds for future research.
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